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Abstract
Large Language Models (LLMs) have a significant user base and are gaining increasing interest and impact across
various domains. Given their expanding influence, it is crucial to implement appropriate guardrails or controls
to ensure ethical and responsible use. In this paper, we propose to automate the evaluation of the knowledge
stored in LLMs. This is achieved by generating datasets tailored for this specific purpose, in any selected domain.
Our approach consists of four major steps: (i) extraction of relevant entities; (ii) gathering of domain properties;
(iii) dataset generation; and (iv) model evaluation. In order to materialize this vision, tools and resources were
experimented for entity linking, knowledge acquisition, classification and prompt generation, yielding valuable
insights and lessons. The generation of datasets for domain specific model evaluation has successfully proved that
the approach can be a future tool for evaluating and moving LLMs “black-boxes” to human-interpretable knowledge
bases.

Keywords: Natural Language Processing, Large Language Models, knowledge Base, Explainable Artificial
Intelligence

1. Introduction

Nowadays, even those with minimal computer pro-
ficiency and a basic understanding of current tech-
nologies are likely aware and taking advantage
of Large Language Models (LLMs). On the one
hand, there are many upsides to these technolo-
gies, such as, efficiency, automation, and versatil-
ity (Strasser, 2023). On the other hand, there are
many sectors of society that have reported down-
sides to their usage, including education (students,
professors, researchers), companies (administra-
tive work), and others (Fecher et al., 2023). Un-
derstanding the fact that humans will not go back-
wards, we need to address the current and future
problems of such technologies.

Due to the rapid advancements and widespread
acceptance of LLMs, numerous drawbacks of
these technologies emerged. The well-known
examples of some shortcomings are: factual
errors (Wang et al., 2024), hallucinations (Ye
et al., 2023), inconsistency (Elazar et al., 2021),
and not being human-interpretable, i.e., “black-
boxes” (Sun et al., 2022). These issues do not
align with the principles of Responsible Artificial In-
telligence. Also, LLMs are trained on large quanti-
ties of data that is not always easy to track, repre-
sented through opaque methods and not directly
accessible. Therefore, we may add that, to some
extent, LLMs do not adhere to the Findable, Ac-
cessible, Interoperable, Reusable (FAIR) princi-
ples (Wilkinson et al., 2016). Nevertheless, re-
searchers are working to understand how to adapt

FAIR guiding principles to FAIR AI models (Ravi
et al., 2022).

Our objective is to contribute to more transpar-
ent and human-interpretable LLMs. Towards that
vision, we propose an approach for automating
the evaluation of knowledge in LLMs, across di-
verse domains. This process is key in our world
because, as mentioned earlier, we are witnessing
the widespread application of LLMs across vari-
ous software, professions, and as auxiliary aid in
a broad range of tasks.

The main contributions of this work are summa-
rized as follows:

• The proposal of an end-to-end solution for au-
tomating domain-specific generation of evalu-
ation datasets, applicable to any LLM and do-
main;

• An instantiation of the proposed approach
with its application to two critical domains, fi-
nance and medicine.

• The evaluation of a broad range of masked
language models in the previous domains,
where we confirm the feasibility of the pro-
posed approach and reveal limitations of such
models when it comes to zero-shot domain
knowledge acquisition.

In the remainder of this paper, we present the
starting points and inspirations of our work, by de-
scribing the related work in Section 2. We proceed
by detailing our general approach in Section 3. In
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Section 4, we instantiate the approach for two do-
mains: financial and medical. Obtained results are
further analysed, as well as challenges and limi-
tations of the implementation. We conclude the
paper in Section 6, with important takeaways and
plans for future work.

2. Related Work

Since their early instantiations, researchers have
explored Transformer Language Modes (LMs) as
sources of knowledge (Petroni et al., 2019) and as-
sessed them in tasks like relation completion, in a
broad range of domains. Such an evaluation is typ-
ically supported by specifically-tailored datasets,
such as LAnguage Model Analysis (LAMA), cre-
ated semi-automatically from knowledge sources
like Wikidata (Vrandečić and Krötzsch, 2014) and
ConceptNet (Speer et al., 2017).

In the following years, various contributions
adopted a similar approach (Bouraoui et al., 2020;
Mickus et al., 2023; Gromann et al., 2024), i.e.,
probe LLMs and evaluate them on a set of knowl-
edge sources comprised of a set of facts. Besides
LAMA, other datasets were used. For instance,
despite originally created for assessing static word
embeddings in analogy solving, BATS (Gladkova
et al., 2016) has also been used for evaluating
Transformer LMs. BATS, created for English but
translated to other languages (Mickus et al., 2023;
Gromann et al., 2024), covers four groups of rela-
tions: inflexion morphology, derivational morphol-
ogy, lexicographic semantics, encyclopedic se-
mantics.

The goal of relation completion is to, given a sub-
ject and a predicate (relation), obtain suitable val-
ues for the object. It may resort to prompting a
Transformer LMs, including BERT-based masked
language models (Petroni et al., 2019; Mickus
et al., 2023; Gromann et al., 2024), where the ob-
ject is masked; or generative based models, in-
cluding GPT-3 (Gonçalo Oliveira and Rodrigues,
2023) or BLOOM (Gromann et al., 2024), where
the object is generated.

Knowledge acquisition from LMs has also raised
interest from the Semantic Web community, which
is confirmed by the challenge on Knowledge Base
Construction from Pre-trained Language Models
(LM-KBC) (Singhania et al., 2022; Kalo et al.,
2023). Evaluation was based on a datasets com-
prising diverse world-knowledge relations (e.g.,
BandHasMember, FootballerPlaysPosition, Per-
sonCauseOfDeath), each including a set of sub-
jects and a list of ground-truth objects per subject-
relation-pair.

Despite the existence of datasets like those
used in the previous works, essential for evaluat-
ing LLMs, they are inherently limited. Some were

created manually (Singhania et al., 2022), while
others, despite involving some automatic proce-
dure (Petroni et al., 2019), required specific plan-
ning (e.g., in the selection of relations and defini-
tion of inclusion criteria). They are created with a
specific goal and, once created, remain static.

The automation of data collection from specific
domains and the dynamic generation of datasets
represents a promising avenue. Therefore, we pro-
pose a methodology for the automation of the cre-
ation of datasets for multiple domains that can be
used for evaluating LLMs.

3. Proposed Approach

We see knowledge acquisition from LLM as a
way towards more transparent models. While it
is impossible to represent everything in a model
as a single Knowledge Graph (KG), in theory, a
smaller KG can be extracted on specific domains.
The models will perform differently for different do-
mains.

So, our vision involves the possibility of evaluat-
ing any model in any domain of interest. This re-
quires specific methods for turning user-provided
seeds (e.g., domain data) into relevant domain
knowledge (e.g., entities, relations), and for as-
sessing to what extent such knowledge can be ob-
tained from the model.

We propose an approach for this vision, de-
picted in Figure 1. It is based on the automatic
generation of datasets given a collection of textual
documents on the target domain. Datasets will
contain knowledge on the target domain, guided
by the input collection (seeds), but effectively ex-
tracted from a human-created KG. Briefly, the pro-
posed approach encompasses four main steps:

1. Extraction of relevant entities from do-
main data;

2. Gathering of domain-related entity properties
from a human-created knowledge graph;

3. Generation of an evaluation dataset on do-
main knowledge;

4. Automation of LLMs evaluation.

More formally, from a set of entities E extracted
from the input collection, a subset of domain-
relevant E'⊂ E is gathered. For each entity e ∈
E', a set of domain properties P is then obtained
from a knowledge graph G. With entities e and their
respective properties p ∈ P, a dataset of triples
t(e, p, o) is finally generated.

3.1. Extract Relevant Entities
The set of relevant entities E is first extracted from
the collection of textual documents. We rely on en-
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Figure 1: Approach for automating the evaluation of LLMs in given domains.

tity linking because we want to get ground knowl-
edge on these entities, e.g., from a given KG.

Moreover, not all extracted entities will be rele-
vant for the domain. So, having in mind the goal of
assessing knowledge on the target domain, these
should not be considered. Here, we assume that
the most frequent entities in the input collection will
also be the most relevant for the domain, and focus
on these, i.e., extracted entities are ranked by their
frequency, and only the top-n are used. These will
constitute the set E′.

3.2. Gather Domain Properties

With each entity linked to a KG, many properties
can be obtained. However, not all of them will
be specific of the target domain. To consider only
domain-related properties p ∈ P, we can use a text
classifier trained for labelling the domain of given
text. The input can be the name of the property
but, if available, a longer description of the prop-
erty can be used. If such classifier is not avail-
able and not enough annotated data is available
for training, one can always opt for zero-shot text
classification.

3.3. Dataset Generation
The last step is the construction of the dataset
to be used for evaluation. From the each e →
p pair, objects o are obtained from the KG, re-
sulting in triples (e, p, o). A possible triple is
(Portugal, hasCapital, Lisbon). The re-
sulting dataset is a collection of such triples.

3.4. Automation of the Evaluation
Having a domain-oriented dataset of triples is an
enabler of many evaluation possibilities where dif-
ferent approaches can be taken. One is follow
the examples of probing, where we produce a sen-
tence (prompt), provide it as input for a LLM, and
evaluate the output of the model.

Depending on the target LLM, the creation of the
prompt should be different, i.e., prompt engineer-
ing is strongly involved in this process.

4. Experimental setup

To materialise our vision, we experimented with
different resources for entity linking, knowledge
acquisition, classification and prompt generation,



79

which resulted in an initial implementation, de-
scribed in this section.

The diagram in Figure 2, instantiates the one in
Figure 1, in what constitutes our first implementa-
tion. For creating a dataset, we first need to ac-
quire domain knowledge from the provided textual
data, i.e., domain-relevant entities e and properties
p. This is performed with the help of public sources
of knowledge, namely DBpedia1 (Lehmann et al.,
2015) and Wikidata2 (Vrandečić and Krötzsch,
2014), which can be queried from their respective
SPARQL endpoints.

The production of this initial instance could help
us identify challenges and problems, so we opted
to streamline this implementation. For that, we
opted to use existing applications and models in
order to build and test our approach. A description
of the implementation is detailed below.

4.1. Extract Relevant Entities
Entities were extracted from all the documents in
the input collection. Since all of them should be
on the target domain, we assume that the most
frequently occurring entities are also the most rel-
evant for the domain.

Entity extraction is made with the help of DBpe-
dia Spotlight (Daiber et al., 2013), a tool for entity
linking. Therefore, more than just identifying enti-
ties in text, Spotlight connects them to DBpedia re-
sources, and thus to the Linked Open Data cloud,
where knowledge about the target entities can be
obtained from.

Instead of the obvious choice of using DBpe-
dia directly, we opted for Wikidata as a Knowl-
edge Base (KB) for being based on statements
and having a community-curated ontology. This
makes it, expectedly, more reliable than DBpedia,
which is automatically generated from Wikipedia
documents. Therefore, we must map the DBpe-
dia entities to their Wikidata entries. For that,
we relied on owl:sameAs, an Web Ontology
Language (OWL) property that indicates that two
URI references refer to the same thing in the
world. Since there are owl:sameAs cross-links
between DBpedia and Wikidata, we can use them
to get the Wikidata URI corresponding to a DBPe-
dia entity, i.e., <Wikidata URI> owl:sameAs
?sameAsResource.

Spotlight will extract numerous entities, but not
all of them will be especially-relevant for the target
domain. To get the most relevant for the domain,
before mapping to Wikidata, extracted entities are
ranked by frequency of occurrence in the input doc-
uments, and we focus only on the top-ranked.

1https://www.dbpedia.org/
2https://www.wikidata.org/

4.2. Gather Domain Properties
The next step is to gather domain-relevant prop-
erties involving the domain entities. While it is
trivial to get from Wikidata every property involv-
ing the selected entities, i.e., <Wikidata URI>
?property ?value, as it happens to the input
text, not all properties will be relevant for the do-
main. However, in this case, selecting the most
frequent properties will lead to many false posi-
tives, because of generic properties held by most
entities. These include generic properties connect-
ing to the entity class (e.g., subclass of) or to its
source (e.g., described by source). We thus rely
on a supervised classifier for discriminating be-
tween domain-relevant properties and other.

Depending on the domain, we might need to
train our own classifier or resort to zero-shot learn-
ing. Yet, for many domains, state-of-the-art text
classifiers are available. An example is RoBERTa-
base, fine-tuned3 in a dataset4 based on the Hu-
man ChatGPT Comparison Corpus (HC3) (Guo
et al., 2023), which classifies text in a broad range
of domains.

Since the labels of some properties can be
limited, whenever possible, we classify a text
resulting from concatenating the property de-
scriptions to the name of the property, i.e.,
?property: ?schema:description. De-
scriptions are longer and more in line with the data
used for training available text classifiers. For
example, for the property retirement age (P3001),
the following text would be classified: “retirement
age: the age at which most people normally retire
from work”.

The result is a set of domain-relevant triples
t(e, p, o). These are used for creating the
dataset, where the goal would be to, given a sub-
ject (domain-relevant entity) and a property, obtain
a valid object, e.g., (Australia, retirement
age, 67).

4.3. Automating the Evaluation
A possible approach for assessing an LLMs with
the created dataset requires the definition of
prompts. Specifically, the triple should be trans-
formed to natural language sequences where the
object is missing, to be completed by the model.
Evaluation will rely on the proportion of triples for
which the model completion is a valid object.

There are two types of LLMs: Generative Lan-
guage Models (GLMs), where the model predicts

3https://huggingface.co/rajendrabasko
ta/hc3-wiki-domain-classification-rober
ta

4https://huggingface.co/datasets/raje
ndrabaskota/hc3-wiki-intro-dataset

https://www.dbpedia.org/
https://www.wikidata.org/
https://huggingface.co/rajendrabaskota/hc3-wiki-domain-classification-roberta
https://huggingface.co/rajendrabaskota/hc3-wiki-domain-classification-roberta
https://huggingface.co/rajendrabaskota/hc3-wiki-domain-classification-roberta
https://huggingface.co/datasets/rajendrabaskota/hc3-wiki-intro-dataset
https://huggingface.co/datasets/rajendrabaskota/hc3-wiki-intro-dataset


80

Figure 2: Representation of the instantiated implementation.

the next tokens in for a given sequence, while at-
tending only to tokens on the left, models such
as Generative Pretrained Transformer (GPT) (Rad-
ford et al., 2018) like; Masked Language Models
(MLMs), where the model predicts the value of a
masked token in a sequence, while attending to
both the tokens in the left and right contexts, mod-
els as Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2018) like. De-
pending on the type of language modelling, the
prompt that interacts with the model should be dif-
ferent.

The experimentation reported in this work is
limited to MLMs, where the boundaries of the
predictions are easier to define. Having this in
mind, we needed to define prompts with a masked
token. For example, after replacing the object
of the triple (Australia, retirement age,

67) by a mask, the result would be (Australia,
retirement age, [MASK]). For simplicity, we
decided to use the masked token always in place
of the object. To provide a natural input simi-
lar to the data used for model training, i.e., natu-
ral language text, the triple is finally transformed
to a prompt like “The retirement age in Australia is
[MASK]”.

Creating such prompts for every single prop-
erty would be tedious and a limitation of the pro-
posed approach. Therefore, prompts are gener-
ated automatically, with the help of a 7B open
generative LLM, Large Language Model Meta AI
(LLaMA) 2 (Touvron et al., 2023), used in its quan-
tized version through the ollama5 tool. LLaMA 2
was instructed to produce a sentence based on the
triple provided with the following prompt: “You are

5https://ollama.ai/

https://ollama.ai/
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a model that only converts triples into sentences
and nothing else. You get a triple as input, for
example [’Portugal’, ’currency’, ’[MASK]’], and you
need to transform the triple into a simple human-
readable sentence, for example: ’The currency of
Portugal is [MASK]’ or ’[MASK] is the currency of
Portugal’ or ’Portugal has [MASK] has its currency’.
Choose only the best sentence possible and return
it.” The option for a completely automatic genera-
tion of prompts brought pros and cons, to be dis-
cussed further ahead.

5. Evaluation of MLMs

We tested our implementation using two different
datasets, one focused on the financial domain and
the other on the medical domain. Both domains
hold significant significance in our society due to
their impact. This is advantageous for the analy-
sis of our initial implementation as it enables us
to comprehend (at a high level) the general knowl-
edge of both domains, i.e., related entities and
properties.

Having that into account, we can evaluate two
components that resulted from our implementa-
tion:

1. The generated dataset for each domain;

2. The output predictions of the models;

In terms of the generated datasets, we can verify
1) if the n top entities found and 2) if the relevant
entities properties extracted are relevant for each
domain.

For the evaluation of the models, we decided to
follow the norm and use the mean precision at k
(P@k). The value is 1 if the object is ranked among
the top k results, and 0 otherwise. We used k =
1, k = 5, and k = 10.

We considered a broad range pre-trained
MLMs, namely, BERT (Devlin et al., 2018)6, Ro-
bustly Optimized BERT Approach (RoBERTa) (Liu
et al., 2019)7, A distilled version of BERT (Distil-
BERT) (Sanh et al., 2019)8, Efficiently Learning an
Encoder that Classifies Token Replacements Ac-
curately (ELECTRA) (Clark et al., 2020)9, and A
Lite BERT (ALBERT) (Lan et al., 2019)10.

6https://huggingface.co/google-bert/be
rt-base-uncased

7https://huggingface.co/FacebookAI/ro
berta-base

8https://huggingface.co/distilbert/di
stilbert-base-uncased

9https://huggingface.co/google/electr
a-base-generator

10https://huggingface.co/albert/albert
-base-v2

5.1. Generated Datasets
In this initial implementation we aimed to use
datasets as a source of “seeds”, i.e., given a
dataset from a specific domain it is more likely to
obtain entities related to that domain.

The datasets used for both domains are pub-
licly available in HuggingFace. For the financial
domain we used a dataset11 that contains news
sentences from Yahoo-Finance and for the medi-
cal domain we used a dataset12 that contains ab-
stracts of Pubmed articles.

Financial dataset was relatively small, contain-
ing 25k small sentences where a total of 7567 dis-
tinct entities were found. We used the top 200 enti-
ties to build our dataset. In Table 1 are present the
10 more relevant entities present in the financial
dataset, which in our opinion seems right. There
are entities that are directly related to the financial
domain, e.g., “Inflation”, “European Central Bank”,
“Yen”, which is logical, and in the other hand there
are entities that, although not directly related to the
domain, is very understandable there presence,
e.g., “Reuters”, “Chief Executive Officer”, “Apple”.

Entity Detail QID
Inflation Rise in price level Q35865

over time
China (Mexico) Municipality Location Q942154
Reuters International Q130879

News Agency
Board of Governors Governing Body
of the Federal of the US Federal Q5440396
Reserve System Reserve System
Chief Executive highest-ranking Q484876
Officer corporate officer
Artificial field of Q11660
Intelligence computer science
European central bank of Q8901
Central Bank the European Union
Yen official currency Q8146

of Japan
Japan island country Q17

in East Asia
Apple Technology Company Q312

Table 1: Top 10 entities extracted from the finance
dataset.

In terms of financial related properties of the enti-
ties, our implementation extracted some of the fol-
lowing properties present in Table 2). The table is
a small subset of five of the 120 obtained proper-
ties classified as relevant for the financial domain
by the domain classification model. Under analy-
sis, not all the 120 properties obtained are relevant
for the domain, but a considerable part is.

Our resulting dataset, containing the enti-
ties and their respective properties, is com-

11https://huggingface.co/datasets/ugur
sa/Yahoo-Finance-News-Sentences

12https://huggingface.co/datasets/ccdv
/pubmed-summarization

https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/FacebookAI/roberta-base
https://huggingface.co/FacebookAI/roberta-base
https://huggingface.co/distilbert/distilbert-base-uncased
https://huggingface.co/distilbert/distilbert-base-uncased
https://huggingface.co/google/electra-base-generator
https://huggingface.co/google/electra-base-generator
https://huggingface.co/albert/albert-base-v2
https://huggingface.co/albert/albert-base-v2
https://huggingface.co/datasets/ugursa/Yahoo-Finance-News-Sentences
https://huggingface.co/datasets/ugursa/Yahoo-Finance-News-Sentences
https://huggingface.co/datasets/ccdv/pubmed-summarization
https://huggingface.co/datasets/ccdv/pubmed-summarization
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Relation PID
has subsidiary P749
owner of P1830
retirement age P3001
Indeed company ID P10285
owned by P127

Table 2: Relevant properties gathered for the fi-
nance domain.

posed of 1115 different triplets (entity,
property, object). An actual example of
an extracted triple: (Microsoft, owned by,
[Bill Gates, BlackRock, The Vanguard
Group]), and from that triple the generated
prompt to interact with the MLMs was “The owner
of Microsoft is [MASK].”.

Medical dataset is considerable bigger, with
130k abstracts from Pubmed Papers. As the ab-
stracts are longer than the financial news sen-
tences, we decided not to use the entire dataset.
From a total of 130k abstracts we used 9k. We
obtained a total of 16791 distinct entities which
indicates how much more complex is this medi-
cal dataset (compared with the financial dataset
used). The following Table 3 contains the 10 more
relevant entities in the 9k abstracts used.

Entity Detail QID
Riboflavin Chemical Q130365
Cancer Disease Q12078
Protein Biomolecule Q8054
Mortality Rate Measure Deaths Q58702
Pain Unpleasant Feeling Q81938
Metastasis Spread of a Disease Q181876
Gene Unit of Heredity Q7187
Obesity Excess Body Fat Q12174
Brain Organ Q1073
Insulin Pancreas Hormone Q50265665

Table 3: Top 10 entities extracted from the medi-
cal dataset.

In terms of relevant medical properties, the do-
main classification model only obtained 11 distinct
properties, which is considerably less compared
with the financial domain, however, all the 11 ex-
tracted are related to the medical domain.

Relation PID
health specialty P1995
PatientsLikeMe condition ID P4233
PatientsLikeMe treatment ID P4235
possible treatment P924
symptoms and signs P780

Table 4: Relevant medical properties gathered.

The resulting dataset, containing the entities
and their respective properties, is composed of

172 different triplets. An actual example of an ex-
tracted triple: (stroke, health specialty,
[neurology, neurosurgery]), and from that
triple the generated prompt was “The health spe-
cialty of stroke is [MASK].”.

5.2. Models Evaluation

For the prompts generated we ran the mentioned
masked LLMs, obtaining as a result a set of out-
puts that we could compare with the ground truth of
the dataset created. Follows the results that each
model obtained in each domain, financial (Table 5)
and medical (Tabel 6).

Model Acc@1 Acc@5 Acc@10
ALBERT 0.009 0.022 0.023
BERT 0.012 0.021 0.025
DistilBERT 0.009 0.022 0.025
ELECTRA 0.008 0.016 0.019
RoBERTa 0.008 0.030 0.036

Table 5: Accuracy results in the finance domain

Model Acc@1 Acc@5 Acc@10
ALBERT 0.038 0.077 0.108
BERT 0.045 0.089 0.108
DistilBERT 0.051 0.102 0.115
ELECTRA 0.006 0.045 0.096
RoBERTa 0.045 0.096 0.108

Table 6: Accuracy results in the medical domain

The results obtained in both domains are sub-
par. That occurs for a multitude of reasons, i.e.,
challenges and limitations that exist in our imple-
mentation.

The analysis of the outcomes, focusing on their
overall precision, is impractical, as there are nu-
merous enhancements that need to be made,
mainly in two areas: the selection of domain-
relevant properties, and the generation of the
prompt from the extracted triples.

However, if we analyse the results by property,
there are some properties that the models ob-
tained good performance. Table 7 shows two prop-
erties from each domain that all five models got
reasonable results for. There are other properties
that each model performed better, but these are
the two properties in the “top 10” properties of each
model.

5.3. Limitations Analysis

The quality of the overall results in both datasets
generated and the evaluation of the LLMs was de-
creased by some decisions we took to acceler-
ate the process of implementation. Several times,
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Financial Medical
Model name retirement symptoms PatientsLikeMe

age and signs condition ID
Acc@10 Acc@10 Acc@10 Acc@10

ALBERT 0.143 0.125 0.077 0.231
BERT 0.286 0.500 0.385 0.192
DistilBERT 0.286 0.625 0.308 0.192
ELECTRA 0.286 0.750 0.308 0.154
RoBERTa 0.286 0.875 0.231 0.269

Table 7: Two of the best best performing properties
in the financial and medical domains

those decisions were to apply already existing ap-
plications and available models, which was not op-
timal.

To acquire domain knowledge, we relied on DB-
pedia Spotlight for entity linking, but used Wikidata
as the KB. At this stage, we encountered some
challenges that we need to overcome. The initial
obstacle is that employing owl:sameAs is not a
flawless solution, as multiple entities can be identi-
fied within the same owl:sameAs query. We have
decided to employ a second query to quantify the
inlinks of each entity identified and select the en-
tity with the highest number of inlinks. The solution
is not perfect because the entity with most inlinks
could not be the entity originally mentioned in the
domain data.

To obtain the properties of the extracted entities,
we employed a query for retrieving 400 proper-
ties. Since there is no built-in method for obtaining
a ranking of the most relevant properties, we de-
cided to introduce a limit to make our experiments
possible. Without a limit, the query along with the
domain classification task would take too long to
run. Additionally, even though DBpedia Spotlight
is a great resource, there are newer and better so-
lutions for entity linking, solutions that should be
considered in future work.

As mentioned previously, we relied on an exist-
ing model for the domain classification task. On
the one hand, the proposed solution is robust in
terms of implementation, however, not all proper-
ties were classified correctly. A future possibility
would be to train a classifier for our needs, or, go-
ing in line with recent advances, use a powerful
LLM with zero-shot or n-shot for the domain clas-
sification task.

The LLaMA 2 model was utilized for the gener-
ation of prompts from the triples obtained. This
decision was judicious. However, some prompts
generated did not adhere to the predetermined re-
strictions, thus we decided not to utilize them in
the evaluation of the models. This is a significant
challenge to address as we aim to automate the
knowledge evaluation of LLMs.

6. Conclusion

LLMs have a significant impact on many sectors,
jobs and tasks. They are now part of our lives
and their usage will continue to grow. Given this
trend, we advocate for the adoption of LLMs in a
controlled manner.

We took inspiration from previous works and pro-
pose an approach for automating the evaluation
of the knowledge in LLMs, based on the dynamic
generation of datasets for given domains. In the
paper, we describe our vision that encompasses
four major steps: extraction of relevant entities,
gathering domain properties, dataset generation,
and automation of the evaluation.

To materialise our vision, we experimented with
different resources for entity linking, knowledge
acquisition, classification, and prompt generation.
The result can be seen as its first implementation
and constitutes important steps towards the au-
tomation of the evaluation of LLMs.

Datasets were generated for assessing the pres-
ence of knowledge in two domains, finance and
medicine, and a range of MLMs were evaluated.
Poor performance suggests that domain knowl-
edge is limited in the models tested, which were
trained on generic data. But we also note that the
adopted zero-shot prompting approach was very
straightforward, and did not go through specific
prompt engineering. Moreover, the performed ex-
perimentation was useful for highlighting some lim-
itations of the current implementation, which will
be the focus of future work.

In the future, we intend to address several is-
sues, such as the mapping of entities in DBPedia
to Wikidata, which should allow for the gathering
of additional domain-related properties, as well as
for the generation of better prompts. For instance,
we will consider entity linking tools that link directly
to Wikidata, as well as the extraction of additional
domain terms. We will also analyse datasets gen-
erated after different rankings on entities and prop-
erties, hopefully focusing more on the target do-
mains, and devise balancing strategies.

The proposed approach will open the door to an
easier evaluation of the knowledge in LLMs, thus
contributing to faster conclusions on the suitability
of different models or prompting strategies.

Therefore, we plan to take advantage of it for
further evaluating different state-of-the-art models,
e.g., GPT 4 (Achiam et al., 2023), Gemma (Banks
and Warkentin, 2024), or to compare the per-
formance of generic models versus models pre-
trained or fine-tuned in domain data. We further
plan to test the impact of different prompting strate-
gies, including few-shot prompts, and different ap-
proaches for the automatic generation of prompts.

On top of this, KGs can be created from LLMs
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and contribute to alternative human-interpretable
representations of these “black-boxes” models.
The pros and cons of each representation, or of
their combination, should be further analysed, not
only in terms of performance in different tasks, but
also on aspects like transparency, consistency,
and computational cost.
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